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Data sets used in this booklet
All the data needed for this booklet is contained in the Excel file
‘Data_for_tutor_training_SPSS_workbook’.

You will need to save this file on your computer in order to use it.

[ (3] save As - — - e
II@Ov| | = Documents » Work » Training files ~ | 44 || search [raining files PRl |
.. _C;rga;ze -" New folder - - o El <« .
Documents libra :
‘ i Favontes Training files ry G G i
B Desktop : 1R
kg Downloads o [
=» Recent Places ~h your search
¥ Dropbox '
. Libraries
‘. Documents
4. Music
SR - ‘£ 1 [
File name: all_data_for_tutor training workbook -
Save as type: .Excei 97-2003 Workbook -~ |
Authors: Brigitte Tags: Add a tag
Save Thumbnail
~ Hide Folders Tools - [ Save ] [ C;nce_l
Datasets:
Dataset Description
Titanic List of 1309 passengers on board the Titanic when it sank and details about
them such as gender, whether they survived, class etc
Diet 78 people were put on one of three diets with the goal being to determine
which diet was best.
Birthweight Details for a number of babies and their parents such as weight and length of

babies at birth and weight and height of mother.

Birthweight reduced

This is a reduced set of the above data set. It’s used to demonstrate
correlation and regression instead of the main set so that graphs are clearer.

Cholesterol Study investigating whether a certain brand of margarine reduces cholesterol
over 3 time points.
Video This study had 4 methods for explaining a certain condition and wished to

find out which method people preferred.

[croclel

www.statstutor.ac.uk

© Ellen Marshall, University of Sheffield Reviewer: Jean Russell,
University of Sheffield
Page 4 of 65




Getting started in SPSS?

SPSS is similar to Excel but it’s easier to produce charts and carry out analysis. To open SPSS versions 21 or
22 you would typically select ‘IBM SPSS statistics’ from ‘All programs’. Before SPSS opens for the first time,
an additional screen will probably appear as shown below. You can open a dataset from this screen but in

Version 21 it’s easiest to just select ‘Type in data’ every time. Data can be opened after SPSS is opened.

Version 20 - 21:

Calculator .1 IBM SPSS Statisti

IBM SPSS Statistics

IP_;| Microsoft PowerPoint 2010 3

@ Microseft Word 2010 3

2 Microsoft Exeet 2010 , What would you like to do?
=

IBM SPSS Statistics 21 3 (] Open an existing data source

R Ri386 215.2
6 clear.fi Share Setting

- | » [ — ) @

a Skype @ © Open another type of file &3 Eiin an Haiog uety
p More File > O Create new guery
@ Internet Explorer 3 n using Database

Wizard

@ Norton Internet Security 3

» Al Programs

‘ Search programs and files L |

("] Dontshow this dialog in the future

In version 22, select ‘New Dataset’ and ‘OK’.

i Untitled1 [DataSet0] - S Stati —
IBM SPSS Statistics 22

Fie Edt View Data T — — ——— — -

@MicrosoﬂExceImlO v % [ | . L BMSP
' | !

/w_“ . New Files: What's New:
Microsoft Word 2010 4 "
- | var | var | w (5) New Dataset

Get Ready for Presentation

D ., _ ; -
p? Microsoft PowerPoint 2010 4 = Mark important values in
Recent Files: tables directly from —=
@ IBM SPSS Statistics 22 > 3 “ ...tarted in spss mini.sav @ procedure dialogs and ) ®
4 [=1 Open another file.. automate common edits [ |
| 5 » to your output document. =T
j Getting Started 5 1 ] M
6 -
!‘ Connect to a Projector 7
j Remote Desktop Connection f R Modules and Programmability:
3¢
N < Learn more about the IBM SPSS Statistics
Sticky Notes 10 modules and IBM SPSS Regression .
11 programmbility extensions |IBM SPSS Advanced Statistics
3 . - IBM SPSS Exact Tests
Snipping Tool 12 IBM SPSS Categories
13 | Show: |Installed - IBM SPSS Missing Values
=l Calculator
] 14 Tutorials:
rograms earn how to use Introduction
| ST 1 Leam h Introd el
19 I SPSS Statisticsto  |Reading Data
17 get the results you Using the Data Editor
Search programs and files R need Examining Summary Statistics for Individual
18 | Crosstabulation Tables =
_ —— 1 ¥ |

M [C] Don't show this dialog in the future @ @

QOO0
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Example of data sheet in SPSS

3 “Untited DaiaSei2] 16V SPS% SATARG DR ] T | Voieble headings can only
File Edit View Data Transform Analze DirectMarketing Graphs Utiliies Add-ons Window Help appear at the top in the blue

'jHL—E_-‘] m "ol | E&% Eﬁ ﬁg %uu l‘:%*,{ boxes

Indvidual Sex Age MaritalStatus, ~ Children Income Smoking
1 John Smith Male 24 Single 0 25000 Never smoked .
2 Mary Brown Female 35 Married 3 45000 Current smoker Unlike Excel’ you can Only have
3 Adam Jones Male 42 Divorced 1 40000 Former smoker one dataset on each page of
4 Jane Robertson Female 29 Divorced 0 42000 Never smoked SPSS. A new file must be created

for each individual data set.

Opening an Excel file in SPSS
Important note: There must be only one row with headings in for SPSS to open an Excel file correctly.

“ Home Insert Page Layout Formulas Data Review View Developer Add-Ins

h: :;::r Calibri -1z ; AL ™ e -P/ :_-f-wrapTeﬂ -G:n:rol . ha ) _—‘d jﬂ!
Pt fomatpainter| B 4 WL O A- BEE W EE SEMegeacenter - B0 0 | B0 Eed] b ) D
Clipboard * Font = Algnment = Number 0 Styles
E10 - &
A B ( D E F G
1 Individual Sex Age |Marital status |No of Children |[Income |Smoking
2 John Smith Male (24 |Single 0 £25,000 |Never smoked
3 Mary Brown |Female|35 |Married 3 £45,000 [Current smoker
4 Adam Jones Male |42 |Divorced 1 £40,000 |Former smoker
5 Jane Robertson|Female|29 |Divorced 0 £42,000 |Never smoked

QOO0
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To open any file in SPSS, select File Open = Data. Here we are opening the ‘Titanic’ data which is
currently in Excel. Note: The Excel must not be open on your computer.

§38 Untitled1 [DataSet0] - PASW Statistics Data Editor
File Edit ¥iew Data Transform  Analyze  Direct Marketing G

Mesy

Open

(Open Datehaze
[} Read Text Data. .
Bl Cloze
H cave

Save As..
B Gove A Data
5 Export to Database..
B 1tk File Readl Only

[ Rename Dataset..

Display Data File Information

[ Cache Data...
Stop Processor
! Switch Server
[, Prit Preview
B Prit...
Recertly Used Data
Recertly Used Files

Exit

P | [ Eods..
4 ..E Syntax...
| B Output...
Cirl+F4 a
| sript. .
Cirl+s
3
Crl+Periad
Crl+P
»
»

fim Open Data

-

Look in: ||. Training files

- @fE e

=5

& all_data_for_tutor training workbook xls

File name:

|a||_data_f0r_tu‘tor training workbook xls \

/
/

Select ‘Excel’ as ‘Type of file’

T Open |

Files of type: |Excel (*xls, * xIsx, * xlsm)

\

/

Encoding

SPSS Statistics Compressed (*.zsav)
SPSS/IPC+ (*.sys)

Systat (*.syd, * sys)

Portable (*_.por)

Excel (* xls, * xlsx, * xlsm)

Lotus (*.w™*)

Sylk (*.slk)

dBase (*.dbf)

1]

SPSS only opens one sheet of data at a time so select the required sheet containing the Titanic data.

t3 Opening Excel Data Source

C:\WsersiChetna\Documents\WWork\ Training files\all_data_for_tutor training workbook xls

¥ [Read vaniable names from the first row of data

QOO0
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Titanic data

The ship ‘The Titanic’ sank in 1914 along with most of its’ passengers and crew. The data set that we have

contains information on 1309 passengers.

The Titanic data: Details for passengers travelling on the Titanic when it sank:

Variable name pclass survived | Residence | Gender | age sibsp parch fare
No. of No. of T
Name Class of Surwyed Cou.ntry of Gender Age siblings/ p.arents/ of
passenger 0 = died residence 0 = male spouses on children on .
ticket
board board
Abbing, Anthony 3 0 USA 0 42 0 0 7.55
Abbott, Rosa 3 1 USA 1 35 1 1 20.25
Abelseth, Karen 3 1 UK 1 16 0 0 7.65
Type of variable Ordinal

likely to survive the sinking of the Titanic’?

Exercise 1: Were wealthy people more likely to survive on the Titanic?
The Titanic data: Details for passengers travelling on the Titanic when it sank:

a) What variable type is each of the variables in the table above?

b) Which variables would you use to investigate the research question: ‘Were wealthy people more

[croclel
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There are two sheets for each dataset. The ‘Data View’ sheet is where the numbers are entered and the
‘Variable View’ sheet is where the variables are named and defined. The option to choose between Data
and Variable View is in the bottom left hand corner. For data in categories, type numbers in the Data View
sheet and then label the numbers in ‘Variable View'.

St msmemae. I e e

File Edit View Data Transform Analyze DirectMarketing Graphs Utiliies Add-ons Window Help

SHE M e~ BLAR H 55 B0 10 % 9
|

|V\5|b\e 19 0f 19 Variables

| pclass survived | Residence name H sex || age sibsp ” parch || ticket H fare ” cabin
1 3 0 0 Abbing, Mr. Anthony male 42 0 0 C.A 5547 755 ;
2 3 0 0 Abbott, Master. Eugene Joseph male 13 0 2 C.A 2673 2025
3 3 0 0 Abbott, Mr. Rossmore Edward male 16 1 1CA 2673 2025
4 3 1 0 Abbott, Mrs. Stanton (Rosa Hunt) female 35 1 1 C.A. 2673 20.25
5 3 1 2 Abelseth, Miss_ Karen Marie female 16 0 0 348125 765
6 3 1 0 Abelseth, Mr. Olaus Jorgensen male 25 0 0 348122 765 F G63
7 2 0 2 Abelson, Mr. Samuel male 30 1 PP 3381 24.00
8 2 1 2 Abelson, Mrs. Samuel (Hannah Wizosky) female 28 1 PP 3381 24.00
9 3 1 2 Abrahamsson, Mr. Abraham August Johannes male 20 0
10 3 1 2 Abrahim, Mrs. Joseph (Sophie Halaut Easu) female 18
11 3 0 2 Adahl, Mr. Mauritz Nils Martin male 30 There ShOUId be one rOW per person
12 3 0 1 Adams, Mr. John male 26
13 3 0 2 Ahlin, Mrs_ Johan (Johanna Persdotter Larsson) female 40 nOt one row per group
14 3 male 1 0
- > | Select ‘variable View’ to female W o ! o
16 3 male 26 0 18.79
17 2 1 male 30 0 8744 13.00
:,713 ¢ | label the variables/ values ma 22 s e
19 3 e male 20 0 0 SOTON/O2 310... 7.93
20 3 0 2 Ali, Mr. Ahmed male 24 0 0 SOTON/O.Q. 3. 708
pal 3 0 2 Ali, Mr_ William male 25 0 0 SOTON/O.Q. 3. 705
22 1 1 0 Allen, Miss. Elisabeth Walton female 29 0 0 24160 211.34 BS
1

pr—— I

\' Variable View

G 2 @ w o"tw

@ *Untitled2 [DataSet2] - IBM SPSS. SL;I;stW(s Data Editor .' _ J— | . . .
File Edit View Data Transform Analyze DirectMarketing Graphs Ulilities Add-ons Window Help Varlable VIeW: La bel the Va rla bles
= : Ab
E%H@@“@&%@ﬂﬁ M B,
| Name ] Ty | widh Dscinas l\l Latel ‘I\N Values The variable name has restrictions. It
pclass umeric one
2 sunvived Numeric " 0 None H
T [T T —T 0 None can have no spaces or use certain
e e characters. Use the ‘Label’ column to
6 age Mumeric 1" 0 None . . . . .
T sibsp Numeric " 0 Number of siblings/ spouces on board None glve Senslble Va rlable descrlptlons
8 parch Numeric " 0 None
I N I (- Nore which will appear in all output. If the
11 cabin Strin 15 0 None H H H
e Nore label is blank, the variable name will
13 boat String 7 0 None .
14 body String 3 0 None appear In OUtpUt'
15 home.dest String 50 0 None
16 Gender Numeric " 0 None
e frstep __[tomor__Ji1__ o Nore For example sibsp is ‘Number of
R e siblings/ spouses on board’, parch is
- ‘Number of parents/ children on
23 . . .
‘ 2 board’ and fare is ‘Price of ticket’.
T
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Labelling values

It is best to have your categories coded as numbers for analysis in SPSS but for your output, people need to
know what the numbers mean. Go to the ‘Values’ column in ‘Variable View’, let the mouse hover until you
see a blue square. Clicking the square gives the ‘Value labels’ box. In the value box, put the number and

the label for that number in the label box. Click on ‘Add’ after each label and ‘Ok’ when finished.
9 "2 D 10375 ot Ol ot

File Edit View Data Transform Analyze DirectMarketing Graphs Ulilities Add-ons Window Help
SHellec» BLEAT K BYE BA2HEH 109 %
Name || Type H Width H Decimals H Label || Values H Missing ‘l Columns H Align ‘l Measure H Role |
1 pclass Numeric " 0 None None " E =l
2 sunvived Numeric 11 0 Mone ﬂNﬁ il E Label the categories by
3 Residence Numeric " 0 None None 1" 3
4 name String 82 0 Mone None 50 1
5 sex String 6 0 None None 6 Sele(:tlng the blue bOX
6 age MNumeric " 0 MNone None 11
T sibsp Numeric " 0 None None 11
8 parch Numeric 1 & e o W oee =g = Right & Nominal W Input
9 ticket String 18 Value Labels £ Left &5 Nominal ™ Input
10 fare Numeric " Right & Scale “ Input
il cabin String 15 1AL A0 Left &5 Nominal “ Input
12 embarked String 1 Value: I:l Left &> Nominal “w Input
13 boat String T Label. |D\sd ‘ Left &5 Nominal “ Input
14 body String 3 1= Surived Left
15 home.dest  String 50 Left 0 = Died and 1 = Survived
16 Gender MNumeric " Right|
7 Nsbsp  MNemeic 11 ran| Click on ‘Add’ after each one
1 ParentChild  Numeric " Right|
19 Alone Numeric 1 Right & Nominal ™ Input
20
2
22
23
24 L]
ac bl
E0l IF|
Variable View
[ IBM SPSS Statistics Processoris ready | | | | |

= @ [Z)F s,

Also, when using secondary data, watch for odd values, such as -99 indicating a missing value. These can
be identified in the missing column so they are not taken into account in any analysis.

B =181 x] %2 Missing Values x|
e (©) No missing values
i @ ‘ *8 (@) Discrete missing values

Walues Miszing | Cobumine Algn Messure Rale I—99| || “ |
Mone 3 3 Right il Crdinal S Input
Mana 2 . & Scale “ Input © Range plus one optional discrete missing value
Mone Mane ] 3 Right & o ; High
Mone Mone 8 3 Right & Scale R
Nona Mane -] W Rught & Naminal =
Mong Mare g 3 Right & Scale % Input I oK Iw W
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Variable Type: SPSS only

analyses Numeric variables
for some functions. String
means it’s a word. The width

is the number of numbers/

Decimals: When typing in
data, the default number of

decimals is 2. Change thisto 0

for categorical and discrete

letters allowed for that

data.

File Edit WView Data Transform Analyze DirectMarketing Graphs Utilities Add-ons  Window Help
— Y —
HHE -~ BEFAE R B S B 19
| MName Type Width Decimals Label Values Missing Columns Align Measure

1 pclass MNumeric 11 Class Mone MNone 11 = Right & Mominal
2 survived MNumeric 11 1] Mone Mone 11 Right &5 Nominal
3 Residence MNumeric 11 V] Country of residence Mone MNone 11 Right & Mominal
4 name String 82 1] Mame of passenger Mone Mone 50 Left &5 Nominal
= sex String 6 0 Gender MNone MNone 6 Left &> Mominal
B age MNumeric 11 1] Mone Mone 11 Right & Scale

7 sibsp MNumeric 1" 0 Mumber of siblings/ spo... Mone MNaone 11 Right &> Mominal
3] parch MNumeric 11 1] Mumber of parents/ child... None Mone 11 Right &5 Nominal
9 ticket String 18 0 Ticket number Mone MNaone 18 Left &> Mominal
10 fare MNumeric 11 2 Price of ticket MNone MNone 11 Right & Scale

11 cabin String 15 0 Mone MNane 156 Left &> Mominal
12 embarked String 1 1] Mone Mone 1 Left & Mominal
13 boat String T 0 Mone Mone T = Left &5 Mominal
14 body String 3 1] Mone Maone 3 = Left &5 Nominal
15 home dest String A0 1] Mone MNane 50 = Left & Mominal
16 Gender MNumeric 11 0 MNone Maone 11 = Right &5 Nominal
17 Msibsp MNumeric 1" 1] Mone MNane 11 = Right & Nominal
18 ParentChild Mumeric 1" 1] Mone Maone 11 = Right &5 Nominal

The Measure column is where
the data type is entered.
Continuous/ discrete are called
Scale in SPSS. SPSS won’t allow

certain analyses for the wrong

type of variable.

Quick exercise: Give the variables and values suitable labels, check variables with numbers are
numeric and choose the right data type for each variable.

Note: There are two variables for gender. ‘Sex’ is a string variable (words) whereas ‘Gender’ has 0 for
males and 1 for females so should be used during analysis.

Variable Value 0 1 2
Gender Male Female

Survived Died Survived

Country of residence America Britain Other

Once the data is in SPSS, save the SPSS data file using File = Save as. Save again after making changes to

the data.

QOO0
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Summarising categorical data
The simplest way to summarise a single categorical variable is by using frequencies or percentages.

Analyse = Descriptive statistics = Frequencies

Analyze DirectMarketing Graphs Utilites Add-ons

Reports L3 H ﬁg ;g

Descriptive Statistics E Frequencies..

Move the variables to be summarised from the list on the left hand
side to the right using the arrow in the middle.

Neural Networks

Classify

Dimension Reduction

Scale

Nonparametric Tests

Forecasting

Survival

Multiple Response
Missing Value Analysis

on, Mr. Samuel

on, Mrs. Samuel (Hanna
amsson, Mr. Abraham A
im, Mrs. Joseph (Sophie
I. Mr. Mauritz Nils Martin
s, Mr. John

. Mrs. Johan (Johanna Pe
Master. Philip Frank
Mrs. Sam (Leah Rosen)

»
3
3
»
3
3
3
3
3
»
3
3
3
3
3
»
3

|| Display frequency tables

93 Mame of passenger [name]
&4 Cender [sex]
age
% Mumber of siblings/ spouces [sibsp]
|| | &k Ticket number [ticket]

|| L Price nfticket Ifarel

(]

=

ali=s [ Descriptives —

ST EUETS A, Explore #& Frequencies A - =

General Linear Model

- grosslabs .

Generalized Linear Models Eras R

atio. N

Mixed Models = Earlable(s). Statistics...

Correlate Il £-7 Plots &b Class [pclass] = & Number of parents/ children on board...

Regression i a-0Piots... |_£) survived |

ST, WSS Karen Wiare

Laglinear eth, Mr. Olaus Jorgenser &> Country of residence [Residence]

Bootstrap...

ona, Mr. Nassef Cassen
Complex Samples rth, Mr. Charles Augustu

i
E[ paste |[ Reset |[cancet|[ Heip |
) simulation... nder, Mr. William L - -
Quality Contral b aki, Mr_ limari Rudolf \
ROC Curve r. Ahmed /

s Move the variable for the number of parents/ children on board and

Multiple Imputation

- -
=

survival to the right hand side and click ‘OK’ to run the analysis.

Output in SPSS

Charts, tables and analysis appear in a separate ‘output” window in SPSS. The output window is brought to

the front of the screen when analysis/ charts etc are requested. The left hand column shows all of the

output produced in that session. The output file has to be saved separately to the data file.
A e W WS

5 "Outel [Documentl] - M P35 Statatics Viewsr =@ 8

File Eot View Data  Transform  laged  Format N‘a"ﬁ! Direct Markeling  Graphs  Litilties Accdons  Window  Help
SHE3R & @3 cx AL ERESH e += B e

o5
‘raquansinn

) Acte Dataset
I Stastics
L Murmber of parents children on

Use the Valid Percent column as it

Frequencies

does not include missing values.

[Dazaserl] F:\Work\Titanic adjusted.sav

Siatisties

Numiber of paeents! chidren o baad

N Vald 1300
uissing [

Number of parents! children on board
Frag y Percent \alid Percent Cumulative Percent

Valid 0 1002 165 165 185
1 170 130 120 895
2 12 L1 a6 9.2
+ (] 8 ] & 988
:J 6 5 5 99.2
S 6 5 5 99.7
B 2 2 2 998
9 2 2 2 1000

Tatal 1309 1000 100.0

¥l
H: 269, W: 953 pL
1257
102002004

|GM SPES Stalistcs Procesace | rady
S HL.EM D

To go back to the data file, select it on the bottom toolbar.
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As SPSS produces a lot of output for analysis and you may produce several charts before you decide which
one is best, copying the output you require for your project and pasting into a Word document is
preferable.

Quick question: What percentage of people survived the sinking of the Titanic?

Research question 1: Were wealthy people more likely to survive on the Titanic?
To break down survival by class, a cross tabulation or contingency table is needed. Percentages are usually
preferable to frequencies but remember to include counts for small sample sizes. Choose either row or
column percentages carefully.

Analyse =2 Descriptive statistics = Crosstabs

2) Move selected

variables using the arrow

taSet3] - IBM SPSS Statistics Data Editor

Analyze Direct Marketing Graphs  Utilities  Add-ons @ Crosstabs |§| + )
H i Crosstabs: Cell Displ
Reports b B = 4 Crosstabs: Cell Display 3]
Descriptive Statistics * | [ Frequencies... Row(s): Exact. Counts Z-test
Tables " | [Eoescriptives &4 name & Class [pelass] = [F Compare column praporiions
Compare Weans » &, Explore &)a Sex[sexd & b = |||[ ==
General Linear Model » ﬁ;mmbs & Age [age] ] Expected
Generalized Linear Models » = = . ["] Hide small counts
e Mﬂ—ms . [ Ratio. @b Mumber of siblings or ... Column(s). Ll =
= . T 2P Plots &)NUI’T‘IDQ[OT‘DSI’EI’]IS an.. &Sum’ved"[sum’ved} =
Correlate B cari. &g ticket Bootstrap...
Regression ' = &% Cost ofticket [fare] Percentages Residuals
ﬁa cant\]n . Layer 1 of 1 ¥ Row [] Unstandardized
embarke — —
1) Select the 9: boat [T] Column [ "] Standardized
. [7] Total M ’
variable class here ﬁﬂ ﬁg::’e sot 3) Select ‘Cells’ to get the %
a g
- Maoninteger W . )
and move to the & Gender (Gender options. Choose row %’s
&b Number of accompan... |— @ Round cel
‘ 7 I - .
Row’ box. Move © Truncate
= © No adjust
. [ Display clustered bar charts
survival to the e -
I s tabl
COIUmn bOX Lal| ST AL B - [Continue][ Cancel ][ Help ]
Lo paste | (eset | (cancet] (e
- o — T oo T
- 44 T [ T P | L S

4) Select ‘OK’ when finished and the
chart appears in the output

Quick question: What percentage of people survived the sinking of the Titanic in each class?

Class % Died % Survived
15t
znd
3rd
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Bar Charts
Plotting graphs in SPSS is much easier than in Excel. All graphs can be accessed through
Graphs 2 Legacy Dialogs
There is a chart builder option but the legacy dialogs options are more user friendly.
To display the information from the cross-tabulation graphically, use either a stacked or clustered bar
chart. Both of these can be accessed through

Graphs 2 Legacy Dialogs = Bar
Y S— — I——

o Wdine Vol 'l i bar Charts x| x
= Bars Represert -m
i & | 3@ [Garme || | @uworcwes e | —
5 A SET" Simple & Sex [sex] - = L
JAE graphboord Template Chooser... e == % et © Cum. i © Cum. %
Loy Diddgs v e L & Mumber of siblings or s (e Cley SR {2 ), =Cw)
W;DBU ‘ ‘ I Clustered &, Mumber of parents and it
2 g ticket [T ]
B iLm &5 Cost of ticket [fare]
il Liw... o . .
B - E Stacked e cwo=4 Variable across the x-axis
male Area.. smbarke
| & ko=t Category Mxis:
male in = Sy bty = £ -
Data in Chart Are———————————— [ class [potass] |
male B ton-Low.. &g home dest

3 o ¢ &, Gender [Gender] Define Stacks by:
@ LUMMaries [or Qroups of cases »

male i et & Mumber of accomparyi |£3 Survived? [survived] |

male | Summaties of separate variables & Mo. of accompanying p R \l\
1] Emmor Ber
Eee [ Values of individual cases & Travelling slone [Alane]

male

male &, Child 12 ar under [und... oS

] Popuabion Pyroeid.. : H
s A ' : &, Wwoman or children [Chi... Variable to Spllt the bars
" s e .

i Histogram.. I [l M=t varisbizs fno empty rows)

Calumns:

[ rie=t varisblzs (no empty columns)

Templat
[ Use chart specifications from:

File...

I Ok Paste Reset Cancel Help

Tidying up a bar chart
Double click on the chart to open an editing window.

File Edit Wew Optons Elements  Help p—
o EXYEaBe Bller CkEmL @mires Bl
| sansserit ~ Ao ~ B I = = = Al - —)-| \
ERT Ty
Bar chart comparing death rates by class Selecting this turns the
a Survived? .
1o Hoes bars into 100% for each
E survived
class
B80.0%
- 60 0%
3
40.0%
20.0%
0.0%=
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ze  Direr g
. =lolx|
Select this to add labels = e Edt View Opfors  Bemerts  Hep

o EXYA@MS BLEY CEEDL Elin &Il

o |
D & = iu ﬁ@@sﬁ”& T Ao -~ B 1 ==

= A-E-—-
cha HH‘ ] A
. Granh
X Bar chart comparing death rates by class
ChartSize | Textlsyout | TedShie | Fil &Border | 100.0% Sunvived?
M pie:
Label
Displayec: 80.0%]
f Percent -~
N .
E/ % is more useful so move it to
Mot Displayed: .
& 3 the displayed box and remove
G ot count. Use Number Format to
rLahel Position—— ~Display Options reduce to 0 deCImaI places
@ Automstic [ Suppress overlapping labels
(©) Manusl [ Display connecting lines to label
©) Custom [] Match label color to graphic elemert

375, 488,75 poirts

5] Chart Editor . .- e - =)

b B s Gide Eamo udh _ The font in graphs is usually small so adjust the axes titles
oo DXYRABS MLEY ClBl Enl3 &I . .

sanssert = s - s === a-m— || etc. Select each axis and change the font size to 12. The
B il FEE b, axis titles and percentages displayed on the bars can also

(=) B be changed in this way.
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Adtﬂ a title ———

-
5l Chart Editor

e Finally, give the chart a title and change the

vo BXYEABr WLk [Clml el = Ul‘l label on the y axis from ‘Count’ to ‘Percentage’.
= Af B —t

B i 2 e B

=

Bar chart comparing survival within class

survived

mo
(=SR]

Click twice but leave a gap
between clicks to edit the

Percentage

axis label

~

4 F [l
[ |H405, W:488.75 points ].

Bar chart comparing survival within class

100%— survived
MDied

When finished, close the chart editor T
Survived

to return to the main output
window. Right click on the chart in
the output window, copy and paste

830%™

60%

into word. Sometimes you may need
to select ‘Copy Special’ to move +
charts. 40%]

Cut

Percent

Copy

Copy Special..

Paste After
Create/Edit Autoscript

Pasting as a picture enables easy

resizing of graphs/ output in Word. 0%

Export

Edit Content 3
It is clear from the bar chart that the o
percentage of those dying increased 1 2 3
as class lowered. 38% of passengers Class
in 1 class died compared to 74% in
3" class. : R

Tips to give students on reporting data summary

Do not include every possible chart and frequency.

Think back to the key question of interest and answer this question.

Briefly talk about every chart and table you include.

Percentages should be rounded to whole numbers unless you are dealing with very small numbers e.g.
0.01%.
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Chi-squared test
Dependent variable: Categorical
Independent variable: Categorical

Uses: Tests the hypothesis that there is no relationship between two categorical variables.
A chi-squared test compares the observed frequencies from the data with frequencies which would be
expected if there was no relationship between the variables. A test statistic is calculated based on

differences between the observed and expected frequencies.

The Chi-squared test is found within the crosstabs menu.

Analyse =2 Descriptive statistics = Crosstabs

x| |
T — RAEE m | B Correht From the statistics menu, select
ﬁ _ o | | y g | _— N Ol
o K3 LEE : ]l | the Chi-squared test
& e Cals.. | i %
e
ysm g?f?(_s_x_ = N Fhi and Craemer's ' Sceners'd
& parch - & survived lgﬂJ Lambda Kendal's tau-b
Ja ket l:J i..m.D"' J Uncarsinty coeffickent Hendalls tau-c
&F rare
0.18 =" Laver1 of 1 demineal by eyl Happa
._{i.e"*wk!d Etn Ritk
daros ’— petine
g by =
Fa home dest b ‘ Cochran's and Martsl-HasnsTel stetistics
| & Cender o
Dizpday chestared bar charls [
S (Gontiowe || conce || rew |
[E'Bmo'[&m |(cancet | [ Hew | male
miala
Chi-Square Tests
Asymp. Sig. In all SPSS tests, the p-value is
Value df (2-sided) . . s,
contained in a column containing ‘sig’.
Pearson Chi-Square 127.8592 2 .000
Likelihood Ratio 127.765 2 000 Never state the p-value as being 0.
. ) Here the p-value is p < 0.001
Linear-by-Linear 127.709 1 .000
Association
N of Valid Cases 1309

0 .
2*8;;23 gguﬁzt?sa\{%g)épﬁcted countless than 5. The m|n|mum<:£‘ All expected frequencies are above 5.
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Exercise 2:Chi-squared test

a) Interpret the results of the Chi-squared test. If there is evidence of a relationship, what is the
relationship?

b) What would you do if you had a 2x2 contingency table?

Assumptions for the Chi-squared test

One of the assumptions for the chi-squared test is that at least 80% of the expected frequencies must be at
least 5. SPSS tells you if this is not the case under the Chi-squared output. If it’s possible, merge categories
with small frequencies and re-run the analysis if SPSS says that over 20% of cells are less than 5.
Alternatively, the Exact test could be used if the expected values are small for some categories. This needs
to be requested via the Exact menu within Crosstabs.
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Adjusting variables

Reducing the number of categories

Sometimes categories can be merged if not all the information is needed. For example, a common
summary is to calculate the percentage who agreed from a Likert scale i.e. % agree or strongly agree
compared to everything else.

e Use ‘re-code to different variables’ rather than ‘Re-code into same variables’ so that the re-coding

can be checked.

e [f there are numerous variables to be recoded in the same way, transfer several variables at the
same time. Each variable needs an individual name though. Click change after each new name.

Here a new variable is created where 0 = 3™ class and 1 = 1% or 2" class.

Transform —>Recode into different variables

/ New value
—
Old value 3 Recode into Different Variables: Old and New Values —— —) |
'&ﬂ Value ® vane ',: 1
| © System-missing
D Srstem-missing O Copy old value(s)
J System- or user-missing

,"- Sunaved? [Sundy

»
3’.& Recode into Different Vanables

Numeric Vanable -> Output Variable
M .m -7
&y name
o Sex[ser]
& Age[age]
@ Number of sibéin
& Number of parent
at
#q
&
& embarked
&h boat
& body
&h home disl
& Gender [Gender] =1

| #

Move ‘class’ across

IL. | {optional case selection condilion)
s

(Lox.)

Resat || Cancel || Help

Ouitpul Vaniasde
Name

clags?

Labal

S-I'J"»-\.l

Change

Give the new
variable a name,
then click ‘Change’

]

) Range

Range, LOWEST Bwough valus

Range, value fwough HIGHEST

O An ofher values

Ot —> Mew.

You must click add after
each change to add to
the Old = New box

Outpul vastables ane skings

|

Select ‘Continue’ and then ‘OK’ to produce the new variable. Then label 0 = 3" class and 1 = 1% or 2™ class
in the value label box in variable view. Finally do a cross-tabulation of the old and new variables to check

the re-coding is correct.

old
variable

uew variable

QOO0

www.statstutor.ac.uk

— All 1%t and 2" class

Class }
1stor2nd
3rd class class Total
Class  1st i 323 323
2nd 0 27722y
ard 709 ] \WB\
Total 709 G600 1309

passengers have been

© Ellen Marshall, University of Sheffield
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Changing continuous to categorical variables
Although it is not recommended as information is lost, continuous (scale) variables can be categorised.
Here we will create a new variable identifying children of 12 and under within the Titanic data set.

il Recode into Dilferent Yariables

Murnesic Werisble <= Culput Varisble:

’_& polass ::i [——— Nome
o survived, |

oy name ‘ ’
g 1. Move ‘age’ across

o Number of siblingss | r "
& parch !J
& ticket

& tare

& catn 2. Give the new variable a
& embarked | L

i boot Ga '
o home dest

&Jw  fo

name, then click ‘Change’

-!-{-_.jﬁ'[mmmo Salsction condtion]

4. New value w
Ohcd Yakus Hew Value
3. Old values of 8 Recode into Different Variables: Ui ana hew Yaiues O Vahe: @vee: fo
| Old Valug Hew Value 5 . YO u must (D System-missing
age up to 12 © Value ® Value M click add ) System.missing ) Copy old vakie(s)

. © System-nissing () System.- o user-miszing i
are now going © System-nissing © Copy old valuers) after each ) Range: P - =
tO be 1 © System- or user-missing - 13 theu Highest = D

PRDE Ol - e change to
add to the © Rangs, LOWEST through value: (omore |
Old >New
@ Renge, LOWEST through value: @) Rangs, velue through HIGHEST,
box C— CR———

(© Renge, value through HICHEST: (©) Al ther vahms A

[] Qutput variables are strings S —_—

() () (i)

© Al other values

|

Go to variable view and label 0 as ‘Adult’ and 1 as ‘Child’.

Use ‘Crosstabs’ for the old and new variable to check the re-coding is correct i.e. age vs Child to see all
those of 12 and under are classified as a child.

QOO0
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Exercise 3: Nationality and survival
Were Americans more likely to survive than the British? Produce suitable summary statistics/ charts
to investigate this and carry out a Chi-squared test.

Null:

Test Statistic

p-value

Reject/ do not reject null

Conclusion
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Cost of ticket

Summary statistics and graphs for continuous data
Did the cost of a ticket affect chances of survival on the Titanic?

Cost of ticket Survived?
Died Survived

Mean 23.35 49.36
Median 10.50 26.00
Standard Deviation 34.15 68.65
Interquartilerange 18.15 46.56
Minimum 0.00 0.00
Maximum 263.00 512.33

Boxplots showing spread of tickst cost by survival Histograms comparing distributions of ticket cost by survival

600 500
ga 1,051 400
*
5001 1052 856
e =]
o
a
200
400+
100+
try w
g <
- o <
00 729 71 Uz 7 . 3
* 1,20941 213 g 500 H
5523726 * 1048 = )
o L 1064
L J— 4004
200 684 1,067 853
- asap, 120 "
n7 { 715 1‘157533 136 300+ £
601589 1,285 18 %
100 sa0°91 78738 a5 | H
sasff, 360 ’ na a
73
598
599 1004
s
T T I 1 — T I T —l AI
Died Survived 0 100 200 300 400 500 00
Survived? Cost of ticket

Exercise 4: Comparison of continuous data by group

a) Isthere a big difference in average ticket price by group?
b) Which group has data which is more spread out?
c) Isthe data skewed? How can you tell if the data is skewed?

d) Isthe mean or median a better summary measure?
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Diet data: The data set ‘diet’ contains information on 78 people who undertook 1 of three diets. There is
background information such as age and gender as well as weights before and after the diet.

Females = 0 Diet 1, 2 or 3
V V
Person gender Age Height preweight Diet weight10weeks
1 0 22 159 58 1 54.2
2 0 46 192 60 1 54.0
3 0 55 170 64 1 63.3
4 0 33 171 64 1 61.1
5 0 50 170 65 1 62.2
6 0 50 201 66 1 64.0
7 0 37 174 67 1 65.0
8 0 28 176 69 1 ,60.5
Weight before Weight after

Open the data set from Excel. Go into the Variable View and make sure that each variable is correctly
categorised e.g. nominal. Note: continuous is called ‘Scale’ in SPSS. It is important that variables are
correctly categorised as SPSS will only carry out some analysis on certain variable types.

There are several ways to produce summary statistics and charts. This option uses ‘Explore’ which contains
the most summary statistics to compare weight before the diet for males and females.

Analyse = Descriptive statistics = Explore

@ Explore Iﬁ
Dependent List:
& Age (yrs) [Age] & Weight (kg) [oreWei... | —
&5 Height [Height]
Weight after 6 week. .. Factor List:
= Bootstrap...
d:l gender
Put ‘Pre-weight’ as the dependent
Label Cases by: . . .
| = variable and ‘Gender’ in the factor list.
, The summary statistics will be
Display
@ Both O Statistics O Plots produced for each gender separately.
[ OK ][ Paste ][ Reset ][Cancel][ Help ]
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Exercise 5: Weight before the diet by gender

a) Fill in the following table using the summary statistics table in the output.

Female=0 Male =1
Minimum -70
Maximum 82
Mean 64
Median 66
Standard Deviation 21.6

b) Interpret the summary statistics by gender. Which group has the higher mean and which group is
more spread out?

Upper quartile
\

100

Median = central line

-
i

™ A

s Lower qé\'rtile

weight before diet

-507 Outlier

D

T T T
-85 0 1

gender

A box-plot shows the spread of a distribution of values. The box contains the middle 50% of values. SPSS
labels outliers with a circle and extreme values with a star.

c) How could the chart be improved and is there anything odd?
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Research question 2: Which of three diets was best?
Before the next section, change the error of -70 to 70. Outliers should not normally be changed unless

they are clearly data entry errors as in this case.

I gender Age

45
28
28
45
58

= o o O O

Height weightbeforediet Diet
155 69 3
176 69
165 70
165 70
141 -70

Change -70
to 70kg

Give the variables sensible labels and label gender with 0 = Female and 1 = Male. Tell SPSS that -99 is a

missing value.

Calculations using variables

Producing the charts for gender and weight before the diet was useful for demonstrating SPSS but the
main question of interest is ‘Which diet led to greater weight loss?’. How could this be assessed?
To answer this, a new variable ‘weight lost’ (weight before — weight after) would be useful. As spaces are

not allowed in variable names, use weightLOST as a name and give a better name in the label section in

variable view.

To do this use Transform = Compute variable.

PSS 19.sav [DataSet1] - PASW Statistics Data Editor

Data  Transform  Analyze  Direct Marketing  Graphs
=N

=

= Compute Yarisble
[ Count values within Cases...

Shift Yalues. .

gender
Recatle into Same Variables..

E Recode into Different Variables
[i] Avtomstic Recode
H»E Wiswal Binning..
Eé Optimal Binning...
Prepare Data for Modeling 3
B4 Renk Cases..
& Date and Time hizard...
[ Creste Time Series
[ Replace Missing Values

@ Ranclom humber Generstors. .

=

statistics and charts to look at the differences.

QOO0

www.statstutor.ac.uk

£i Compute ¥ariable

1

7 Target “Variable:

Mumeric Expression:

Move ‘Preweight’ into box, select ‘- and
then move ‘Weightéweek’ across

1 eeightLOST

Type & Label...
d:l gender

& 2ge (yrs) [Age]

1 &5 Height [Heighit]

7| &P wieight (ka) [preweight]
&, Diet [Diet]

‘& Weight after B weeks

preWeigHt-weigHtheek|

L

33
LELER
S 3o

g

IDB@@

(opﬁonal case selection condition)

Ig (st ) (oo | (conce] (e

After putting the calculation into the ‘Numeric Expression’ box, select ‘OK’ and the new variable will appear
last in the Data and variable view sheets. Before carrying out the official test of a difference, use summary

1
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Al

Arithmetic
CDF & Moncentral CDF
Conversion

Currert Date/Time
Date Arithmetic

Date Creation

Selecting ‘All’ gives
you a lot of options for
calculations e.g. mean
of several variables

Functions and Special Yariableg,

Ltrim(2)
M

Mblen Byte
Mean
Median

Min
Miz=zing
hod

Medt Beta
Mec Chizg

Medf F

-

(I
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Producing tables in SPSS

SPSS has a table function which can produce more complicated tables although it is a little temperamental
and frustrating at times!

To open the table window: Analyse = Tables = Custom Tables

Drag variables to either the row or column bars to include them in the table.
To create sub categories, drag the categorical variable to the front of the variable already in the table.
By default, SPSS will choose means to summarise continuous (scale) variables and counts to summarise
categorical variables. It is vital that variables are correctly defined as scale or categorical.

1) Move ‘WeightLOST’ to the row section and ‘Diet’ to the Columns section.

2) Select the summary statistics you require

3) Choose ‘Columns’ in the ‘Position’ options for a better display.

s Custom Tables frmecirmm

Selecting the ‘Summary [ Table | imas) Chist Somnes) [OPIGS

Statistics’ button opens a e . [Beoped  [Ouord]
f gender RTITTS ]
window where options for o —
Hight M_/ Died
Y H Il | & weight betore diet st} Category 1 Category 2
statistics dlsplayed can be | g Diet / Mean ]Shcl Deniat, | Count Mean ISM.DE\W!L..] Cound
Chosen & weight after & wee_., | wEighlLOST r

i f nm;n:LOST\

The summary statistics button

will only highlight when a | To change the summary statistics to

appear down the side, select rows

main window. Here, make instead of columns from the

variable is selected in the |
|

sure weightLOST is highlighted = = = position box.

. . -~ Define Summary Stalistics

n ye“OW n the Central I- Lﬁ&mmﬂ&ﬂﬂlﬂs ] Position: | |[Columns ~] Hide = Catagory Posmolj

window. | Gz R Cotau <
| olumns

| Lok ][ Easte || Reset | [cancel] [ Hetp |

i Summary Statistics: =3
o - Select Standard deviation and
S;;ggmd — 7;‘;;:““ = oL [Decima. | count from the options and click
Maximum Std. Deviation Std. Deviation Auto 3 ‘¢ ’
vear i Apply to all’.
T —T—
Diet
1 2 3
Weight lost on diet (kg)  Mean 3.30 3.03 515
Standard Deviation 2.24 242 2.40
Count 24 27 27

Which diet seems the best and which diet has the most variation in weight loss?
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Summary statistics and charts can also be produced separately by group using the split file option in Data
- Split File but remember to un-split the file when you have finished.

Box-plots
Graphs =2 Legacy Dialogs = Boxplot

Dependent variable

rﬂ/ 1i4 AL - —_—— == = = —

#2 Boxplot i@ Define Simple Boxplot: Summaries for Groups Q ; -@
wV ‘
Variable: -
= Options...
B84 || Simple & Person [# WeightLosT | :
& Gender [gender] Category Axis: Independent
8| Clustered & Age % [& Diet | )
uster & Height : variable
& Weight before th__. LztslCazesiiy.
Data in Chart Are & Weight after 10 ___ 4 | |
® Summaries for groups of cases Panel by
© Summaries of separate variables Rows:
([Define ] cancel | Help | 2
o
Columns:
-
o
| oK || Paste || Reset || cancel || Hep |
Boxplot of weight lost by diet
104

=0

Q4

o
8_ T
) —‘7

WeightLOST
T
1

2—
CI—
-
I I ]
1 2 3
Diet
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Confidence intervals

Exercise 6: Confidence intervals

Use Explore to get the confidence intervals of the mean weight lost by diet.

Diet Mean 95% Confidence interval for the mean
1 3.3

2 3.03

3 5.15

What is the correct definition of a confidence interval for the mean?

How would you explain a confidence interval to a student?
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95% Cl Weight lost on diet (kg)

Confidence Interval plot

When comparing the means of several groups, a plot of confidence intervals by group is useful.

Graphs = Legacy Dialogs = Error Bar

& Define Simple ErrO{Bar: S_ummar\'-es for Groups of Cases‘ @
Variable:
F * | [# WeigntLOST |
x4 7 Gorgrr
= =T
ategory Axis:
| & Height - |f&) Diet |
| Ih[ Simple & Weight before the... .
# Weight after 6 we_.. | (Bars Represent Independent grouping
‘Conﬁdence interval for mean e | .
T | custerea variable
Data in Chart Are Panel by
Rows:
@ Summaries for groups of cases
-
(©) Summaries of separate variables
Template
[[] Use chart specifications from:
7.00
6.00
5.00
4.00
3.00
2.00
T T T
1 2 3
Diet

7’

For more information on reading Confidence interval plots, see ‘Inference by Eye
http://www.apastyle.org/manual/related/cumming-and-finch.pdf
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http://www.apastyle.org/manual/related/cumming-and-finch.pdf

ANOVA (Analysis of variance)
Dependent variable: Scale
Independent variable: Categorical

Exercise 7: ANOVA and assumptions
a) Explain briefly why ANOVA is called Analysis of variance instead of Analysis of means.

b) What are the assumptions for ANOVA and how can they be tested?
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To carry out an ANOVA, select ANALYZE = General Linear Model = Univariate

#2 Univariate

Dependent Variable:

& Person

& Gender [gender]
& Age

& Height

& Weight before th...
& Weight after 10 ...

% [& WeighttoST |

Fixed Factor(s):

&> Diet

Contrasts...

2
i ,.
' &3

Post Hoc... Factors’ box.

f

Random Factor(s):

s

Put the dependent variable (weight lost) in
the dependent variable box and the
independent variable (diet) in the ‘Fixed

Covariate(s):

WLS Weight:
2 | |

tions...

ol

i

ootstrap

| oK || paste || Reset || Cancel|| Heip |

The post hoc window

Move the Factor of interest to the Post

hoc box at the top, then choose from the

available tests. Tukey’s and Scheffe’s

tests are the most commonly used post
hoc tests. Hochberg’s GT2 is better

where the sample sizes for the groups are

very different. If the Levene’s test

concludes that there is a difference

between group variances, use the Games-

Howell test.

[croclel
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%2 Univariate: Post Hoc Multiple Comparisons for Observed Means ﬁ

Factor(s):

Post Hoc Tests for:

Diet

Diet

Equal Variances Assumed

| R-E-G-W-Q [] Gabriel

EILSD ] S-NK

[ Bonferroni [ y

[ Sidak [[] Tukey's-b
[T Scheffe  [[] Duncan
F R-E-G-W-F [

| Hochberg's GT2 Test

Equal Variances Not Assumed

[C] Tamhane's T2 [C] Dunnett's T3 [[] Games-Howell [C] Dunnett's C

[C] Waller-Duncan

[C] Dunnett

[Conti.nu.e][ Cancel ][ Help ]
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The ANOVA table:

Tests of Between-Subjects Effects

Dependent Variable: Weight lost on diet (kg)

Source Type Il Sum of df Mean Square F Sig.
Squares
Corrected Model 71.094% 2 35.547 6.197 .003
Intercept 1137.494 1 1137.494 198.317 .000
Diet 71.094 2 35.547 6.197 .003
Error 430.179 75 5.736
Total 1654.350 78
Corrected Total 501.273 77
a. R Squared = .142 (Adjusted R Squared = .119)
The post hoc tests:
Multiple Comparisons
DependentWariahle: Weight lost on diet {ka)
~ Mean 95% Confidence Interval
Difference (-
{1 Diet () Dist J) Std. Error Sig. Lower Bound | Upper Bound
Tukey HSD 1 2 274 67188 H12 -1.3325 1.8806
3 -1.8481° 67188 020 -3.4547 -.2416
2 1 =274 67188 812 -1.8806 1.3325
3 24227 65182 .0os -3.6808 -.5636
3 1 18481 67188 020 2416 3.4547
2 21222 65182 005 G636 3.6808

Exercise 8: Interpret the ANOVA and post hoc output

QOO
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Assumptions for ANOVA:

Assumption How to check What to do if assumption not met
Normality: The residuals (difference Histograms/ QQ Do a Kruskall-Wallis test which is non-
between observed and expected values) plots/ normality parametric (does not assume normality)

should be normally distributed

tests of residuals

Homogeneity of variance (each group Levene’s test

should have a similar standard deviation)

a) Welch test instead of ANOVA and
Games-Howell for post hoc or
b) Kruskall-Wallis

There are two ways of carrying out a one-way ANOVA (One-way ANOVA and GLM Univariate) but both
have something missing. The One-way ANOVA does not produced the residuals needed to check normality
and the GLM does not carry out the Welch test. Use the GLM method unless the Welch test is needed.

Normality of residuals
The residuals are the differences between the weight lost by subject and their group mean:

e o 1 omtl

B

! l

"'”’&

L

| |'¢|"" “l ol L I —- _ | ‘ |

T T
8] 10

30 40 S0 50

Check they are normally distributed by plotting a histogram. Histograms should peak roughly in the middle
and be approximately symmetrical.

There are official tests for normality such as the Shapiro-Wilk and Kolmogorov-Smirnoff tests
If p>0.05, normality can be assumed
Use them with caution:
— For small sample sizes (n < 20), the tests are unlikely to detect non-normality
For larger sample sizes (n > 50), the tests can be too sensitive

— Very sensitive to outliers

[croclel
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Re-run the ANOVA with the following adjustments

The options window

Testing the assumption of homogeneity:

One of the assumptions for ANOVA is that
the group variances should be similar. The
Levene's test is carried out if the
‘Homogeneity of variance test’ option is
selected. If the assumption is violated, the
Welch test is more appropriate. This can
be accessed via ANALYSE - Compare
Means = One-way ANOVA.

The ‘Save’ window

—] . ks

12 Univariate: Save

F—c—)

Fredicled Yalues Residuals

Unstandardizid Unstandandized

Standard error o | Standardized
St garbred
Diagnostcs
= Dieleted

CDDE.'E distance
Laverage values
CoeMcient Statiskcs

Creale I'_ﬂE!EII'_IeFlt stalistics

(=]

(contne | cancel [ Heip

QOO0
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+u.'l Univariate: Options

Estimated Marginal Means

Factor(s) and Factor Interactions: Display Means for:

(OVERALL)
Diet

\
T~

Descriptive statistics

Display

]

Spread vs. level plot

Estimates of effect size
Obs
P
C

Residual plot
Lack of fit

erved power

arameter estimates

ontrast coefficient matrix

Significance level: Confidence intervals are 95.0 %

[Continue][ Cancel ][ Help ]

General estimable function

Testing the assumption of normality:

One of the assumptions for ANOVA is that
the residuals should be normally
distributed. To do this a residual for each
observation needs to be produced
(individual score — group mean). There are
several types of residuals but the
standardised residuals will be used here.
Outliers are outside + 3. A new column
containing the residuals will be added to
the data set.
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Exercise 9: Checking ANOVA assumptions
Check the assumptions of normality and Homogeneity of variance using the output
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The output

Testing the assumption of homogeneity:

Levene's Test of Equality of Error
Variances®

DependentVariahle: Weight lost on diet (k)

F df1 df2 Sig.
659 2 75 520

Tests the null hypothesis that the error
variance ofthe dependent variable is equal
Across groups.

a. Design: Intercept + Diet

Can equal variances be assumed?
Null:

Alternative:

P —value:

Reject / do not reject null

Checking the assumption of normality

If sig (the p-value) < 0.05, the assumption of equal
variances has not been met. If this is the case, use the
Welch test instead of the ANOVA (only available in the
Analyse = Compare means = One-way ANOVA method)
and Games Howell post hoc tests or a non-parametric
test (Kruskall-Wallis)

Produce a histogram for the residuals using Explore. Generally, to check the assumption of normality use

ANALYZE - DESCRIPTIVE STATISTICS - EXPLORE

5
fle Boxplots Descriptive
2 Explore [=50=) :
oi (©) Eactar levels together [ stem-and-leat Select the options
y, E;;Jendentl.:s'l @J (0) Dependerts together [ Histogram for Histogram and
ender —— | 4" Stantardized Resid.., | - . .
.p?:ge - | : : | Plots. | ||| @mhene normality plots with
& Height 2 . i
¥ ‘ [m'J [ Mormality plots with tests | tests from the p|OtS
& pre weight [preweight] aF‘al_:I_.c-r List . i i .
? E:;hﬁweeks T LB__—-'J Spread v Level with Lewvene Test Optlon ’
& eight 1ost on Gl [ | @ Mong
- . lLiDE' Cases by (©) Powver estimation
L_l ! () Transformed -
Cisplay
& Both O Stabistics O Plots & e
l oK Jgﬁm ]LE‘Emchaﬂ.mJ[ Help | [Continue][ Cancel ][ Help ]
Are the residuals normally distributed?
: © Ellen Marshall, University of Sheffield Reviewer: Jean Russell,

www.statstutor.ac.uk

University of Sheffield

Page 36 of 65




Reporting ANOVA
When writing up the results of an ANOVA, check papers from the students’ discipline as reporting can vary.
Generally, it is common to present certain figures from the main ANOVA table.

F(dfpetweens dferror)= Test Statistic, p =
F(2, 75)= 6.197, p =0.03

Tests of Between-Subjects Effects

Dependent Variable: Weight lost on diet (kg)

Source Type Il Sum of df Mean Square F Sig.
Squares

Corrected Model 71.094% 2 35.547 6.197 .003

Intercept 1137.494 1 1137.494 198.317 .000

Diet 71.094 2 35.547 6.197 .003

Error 430.179 75 5.736

Total 1654.350 78

Corrected Total 501.273 77

a. R Squared = .142 (Adjusted R Squared = .119)
A one-way ANOVA was conducted to compare the effectiveness of three diets. Normality checks and
Levene’s test were carried out and the assumptions met.
There was a significant difference in mean weight lost [F(2,75)=6.197, p = 0.003] between the diets.

Post hoc comparisons using the Tukey HSD test were carried out. There was a significant difference (p =
0.02) between diet 1 (M = 3.3, SD = 2.24) and diet 3 (M = 5.15, SD = 2.4) and a significant difference (p =
0.005) between diet 2 (M = 3, SD = 2.52) and diet 3 but not between diets 1 and 2.
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Summarising the effect of two categorical variables on one independent variable
A line chart can be used to compare the means of combinations of two independent variables. Itis

particularly useful for looking at interaction effects and can also be called an interaction plot or means plot.

The lines connect means of each combination.

Example: An experiment was carried out to investigate the effect of drink on reaction times in a driving

simulator. Participants were given alcohol, water or coffee. The mean reaction times by group are

contained in the table below:

Mean Reaction Times [ Male Female
Alcohol 30 20
Water 15 9
Coffee 10 6

The six means can be displayed in a line/ means plot:

Reaction time (seconds)

35

30

25

20

15

10

Mean reaction times

— male = = female

Mean reaction time
for males after
water = 15

alcohol water coffee

For both males and females, the fastest
(i.e. lowest) reactions times are after
coffee, followed by water then alcohol.
Females are faster than males after all
three drinks. There is no interaction
between gender and drink as the lines
are reasonably parallel.

What does an interaction look like?

Reaction time (seconds)

w
1%

w
o

N
(%]

]
o

[y
v

=
o

(%]

o

Mean reaction times

= = = = female

male

alcohol water coffee

An interaction occurs when the lines are not
quite so parallel; such the means of one group
do not follow the same pattern as the other
group. Here males have their fastest reaction
after water, but females have their fastest
reaction after coffee. Males are faster than
females after water but females are faster
after coffee and alcohol.
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Two way ANOVA

Two way ANOVA has two categorical independent variables and tests three hypotheses.

It tests the two main effects of each independent variable separately and also whether there is an
interaction between them.

A means plot should be used to check for an interaction between the two independent variables.
This example compares weight lost by diet and gender.

Graphs =2 Legacy Dialogs = Line

ll £it Define Multiple Line: Summaries for Groups of Cases x|
Lines Represent r?]
: 49"9_‘(‘“)_[‘“9'! Q) Nof cazes ) % of cases l_ . . ,
/N sime &y Helgh Pieigt] oo Oom % EN Select the lines represent ‘other
& Weight (kg) [preWWeigt] ® Other sieitic (2., mean)
o Voiptader s woes - ||ty ’ category, choose ‘mean’ and move
| & Diett Variable: .
@ # Dz L _ywmm4<mwmummu. — the dependent variable across
I;I Drop-fine Category Axs: .
I “ I.%wru;:l | Move the two categorical
Data in Chart Are - mmmnr- | independent variables to the
gencer
@ Summaries for groups of cases Paneiby \ ’Category axis’ and ‘Define
© Summaries of separate variables . lines by’ boxes. The x-axis will
O Yakues of Idivicus) ceses (») be the category axis option.
--------- , B Think carefully about which
(ipetine ]  cance | e | ] y
D way round to have the two
-
_ variables
]
Template
Use chart specifications from:
st | geset | concel | [ Hew

Quick question: Is there an interaction between gender and diet when it comes to weight lost?

Means plot of weight lost by diet and gender

6 gender

""" Female
— Male

Mean weight lost (kg)
i

Mean weight lost for

3

females on diet 2
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What if there is a significant interaction?
The main effects need to be discussed by group e.g. for males/ females separately. The interaction can be

described using the means plot but separate ANOVA'’s can be carried out by group e.g. testing diet by
gender.

Exercise 10: Two-way ANOVA
Carry out a two-way ANOVA. Report on the results of the following tests:

1. Isthere a gender effect?
2. Is there diet effect
3. Is there an interaction between gender and diet?
If there is a significant interaction, split the data file and carry out an ANOVA of diet for each gender as

SPSS does not automatically do this for significant interactions.
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'!?:;;; Univariate

Categorical independent variables are added in

Dependent Variable:

ﬁ Age

& Height

ﬁ pre-weight [preweig...
& Weight lost on diet (...
& Standardized Resid...

Model... the ‘Fixed Factors’ box.
|¢g¢ weightGweeks | = /

Fixed Factor(s):

&b Diet &
& gender Post Hoc...

B

i\

Random Factor(s):

Options...
Bootstra

|

ANCOVA is used when there is one or more
Covariate(s):

continuous independent variables which are
added in the ‘Covariates’ box.

WLS Weight:

L\

[ OK ][Easte][ﬂeset][(}ancm][ Help

Splitting a file

To carry out separate analysis by category: Data =2 Split file

-

F

3 Split File e S
& Person © Analyze all cases, do not create groups
& Age ® Compare groups
& Height .
© Organize output by groups
& Weight before th... |
& Diet Groups Based on:

& Weight after 10 __.

Current Status: Analysis by groups is off.

Select compare groups
and then move the

¢ Gender [gender] factor to the ‘Groups
Based on’ box

® Sort the file by grouping variables
© File is already sorted

LK J{ paste || Reset | Cancel [ kelp |

Note: You will need to go back to split file after the analysis and select ‘Analyse all cases, do not create
groups’ or all further analysis will be carried out separately by group.

QOO0
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Syntax

Note: There is an adjustment that can be made to the syntax of a two way ANOVA so that post hoc tests
are carried out on the interactions but only demonstrate this if the student can cope with programming.
The syntax is the program SPSS uses to run the analysis and can be requested for any procedure by
selecting ‘Paste’ instead of ‘Ok’ after selecting all the required options. It is very useful for students doing
a lot of recoding as it is a record of what has be done and can be used to repeat analysis at a future date.
Once in the syntax window, click on the green arrow to run the program. Below is the syntax for a two way
ANOVA. The adjustment made to the syntax is highlighted. The EMMEANS line comes from selecting post
hoc tests from the options menu within the ANOVA procedure.

5 *Syntax1 - IBM SPSS Statistics Syntax Editor * =aEy X

File Edit View Data Transform Analyze Direct Marketing Graphs Utilities Add-ons Run Tools Window Help

SHE M e~ FBLF H PO 00 &

—

DATASET ACTIVATE ;
UNIANGVA 2 b |DATASET ACTIVATE DataSet2 | ,
3 DJUNIANOVA WeightLOST BY Diet gender The ‘COMPARE (gender)
i /METHOD=SSTYPE(3) ADJ(BONFERRONI) will
5 /INTERCEPT=INCLUDE
6 /SAVE=ZRESID carry out post hoc tests for
7 /[EMMEANS=TABLES(Diet) COMPARE ADJ{BONFERRONI) A_ .
8 JEMMEANS=TABLES(Diet*gender} COMPARE (gender) ADJ(BONFERRONI) | gender for each diet
9 /PRINT=HOMOGENEITY separately. Putting (Diet)
10 /CRITERIA=ALPHA(.05) ¢ il q
11 4| /DESIGN=Diet gender Diet*gender after compare will produce
iz diet comparisons for each
gender
IBM SPSS Statistics Processor is ready Unicode:ON|In 2 Col 26| |NUM

Pairwise Comparisons

Dependent Variable: WeightLOST

95% Confidence Interval for Difference®
Diet (I) Gender (J) Gender Mean Difference (I-J) Std. Error Sig.® Lower Bound Upper Bound
1 Female Male -.600 .960 .534 -2.515 1.315
Male Female .600 .960 .534 -1.315 2.515
2 Female Male -1.502 .934 112 -3.365 .361
Male Female 1.502 .934 112 -.361 3.365
3 Female Male 1.647 .898 .071 -.144 3.438
Male Female -1.647 .898 .071 -3.438 .144

Based on estimated marginal means

a. Adjustment for multiple comparisons: Bonferroni.

: © Ellen Marshall, University of Sheffield Reviewer: Jean Russell,

www.statstutor.ac.uk University of Sheffield
Page 42 of 65



Non-parametric tests

Exercise 11: Non-parametric tests
How would you explain what non-parametric means to a student?

What should be checked for normality for the following tests and what is the equivalent non-
parametric test:

Key non-parametric tests

Parametric test What to check for normality | Non-parametric test

Independent t-test

Paired t-test

One-way ANOVA

Repeated measures ANOVA

Pearson’s Correlation Co-efficient

Simple Linear Regression
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Kruskal-Wallis
(Non-parametric equivalent to ANOVA)

Research question type: Differences between several groups of measurements

Dependent variable: Continuous/ scale/ ordinal but not normally distributed

Independent variable: Categorical

Common Applications: Comparing the mean rank of three or more different groups in scientific or medical
experiments when the dependent variable is not normally distributed.

Descriptive statistics: Median for each group and box-plot

Example: Alcohol, coffee and reaction times

An experiment was carried out to see if alcohol or coffee affects

Reaction time driving reaction times. There were three groups of participants; 10
Water| Coffee| Alcohol drinking water, 10 drinking beer containing two units of alcohol and
0.37 0.98 1.69 19 drinking coffee. The reaction time on a driving simulation was
0.38 1.11 171 easured.
0.61 1.27 1.75
0.78 1.32 1.83
0.83 1.44 1.97
0.86 1.45 2.53
0.9 1.46 2.66
0.95 1.76 2.91
1.63 2.56 3.28
1.97 3.07 3.47

Exercise 12: Kruskal-Wallis
Enter the data into a new SPSS sheet in a suitable way to be analysed using ANOVA/ Kruskall-Wallis.
Carry out a one-way ANOVA and check the assumptions. Have the assumptions been met?

Produce suitable summary statistics and follow the instructions below to perform the Kruskall-Wallis
test. Hint: One row per person
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The Kruskal-Wallis test ranks the scores for the whole sample and then compares the mean rank for each
group.

To carry out the Kruskal-Wallis test:
Analyse = Nonparametric Tests = Independent samples

In the Fields tab, move the dependent variable to the ‘Test Field’ box and the grouping factor to the
‘Groups’ box. Note: The dependent variable has to be classified as Scale to perform the analysis even if
it’s actually ordinal data.

In the Settings tab choose to customise the tests and then select the Kruskal-Wallis test. Leave the
multiple comparisons as ‘All pairwise’ and ‘Run’.

#5i Nonparametric Tests: Two or More Independent Samples x| fii Nonparametric T :sts: Two i More Independent Samples x|
m“‘ Fields
Dependent Selectan tem
@ Use custom field assignments . Cnoose Tests ) Automatically choose the lests based on the flala
variable 0
Fields: Test Fields: Test Options 8) Customize tests
= AL ~
> s H & Reaction_time Lisar-Wissing Value: s R e
] [Fruskalalls 1wy ANOYA (k samples]
Marn Mianey U (2 samples) | fadsi e i |
Lo 180NE. AN DAIrwits x
Kalmogoroy-Smimay (2 samples) Test for crcered alernatives
(Joncikheere-Terpstra for k samples)
- Test saguance for randomness
(WaldWoliowitz for 2 samples)
Compars Ranges across Groups Compare Madianz across Croups
Machan test (k samples)
Moses exdreme reaction (2 samples])
Independent
variable
Groups:
“ Estimate Confidence interval across Groups
£
Hodges-Lehman estimate (2 somples)
i ¢
Fun || Faste | [ Reset | [cancel | [ e
ESEAEEEey o e o

This gives the following basic output for the Kruskal-Wallis test:

Hypothesis Test Summary
Mull Hypothesis Test Sig. Decision
The distribution of Reaction_time =P *ndent Reject the
1 the same across categories of Kruskpéll- 000 | null :
Graup. Wiallis T est hypothesis.

Aeymptotic significances are displayed. The significance level is 05,

As p <0.001, there is very strong evidence to suggest a difference between at least one pair of groups but
which pairs? To find out, double click on the output to open this additional screen. Change the
‘Independent Samples Test View’ to ‘Pairwise comparisons’ in the bottom right corner. Note: The pairwise
comparisons are only available when the initial test result is significant.
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Maodel Viewer

e T |

File Edit View Help

I s o2 I

Wi g 2 1,

The box-plot compares the medians
and spread of the data by group.
Those having the 2 units of alcohol
have a higher median and the
middle 50% of the values are more
spread out than the other groups

Select ‘Pairwise comparisons’ from
the ‘View’ options

==

Independent-Samples Kruskal-Wallis Test

400

w

=1

8
1

™
=]
g8

1

o
o

Reaction_time

000

" =

L=

e

T
Vater

T T
Coffes Alcohol

Group

Total N 30

Test Statistic

16.322

Degrees of Freedom 2

Asymptotic Sig. (2-sided test) .000

Independent Samples Test View
Categorical Field Information
Continuous Field Information

I| Field(s):

Pairwise Comparisons

ic is adjusted for ties

Field Filter: | -SHOW ALL—- ~ | View: |Hypothesis Summary View ~ | Reset

View: Independent Samples Test \iew ~ |

Test: |Kruskal-Wallis ™

Mann-Whitney tests are carried out on each pair of groups. As multiple tests are being carried out, SPSS
makes an adjustment to the p-value. The adjustment is to multiply each Mann-Whitney p-value by the

I g (B T

Pairwise Comparisons of Group

Water
7.45

Alrohol
23.35

Each node shows the sample average rank of Group

Test = Std. = Std. Test:.
=l Statistic©  Error ~ Statistic

= Sig. © Adj.Sigs

Water-Coffee

-8.250 3.937 -2.096

.03

108

Water-Alcohol

-15.900 3937 -4.039

000

000

Coffee-Alcohol

-7 650 3937 -1.943

052

156

[l

Field(s): |Reaction_time * Group(Test 1) ~

View: Pairwise Comparisons T Test

Kruskal-Wallis = n

Reporting the results

total number of Mann-Whitney tests being
carried out (Bonferroni correction).

The pairwise comparisons page shows the
results of the Mann-Whitney tests on each
pair of groups. The Adj. Sig column makes
the adjustments for multiple testing. Only
the p-value for the test comparing the
placebo and alcohol groups is significant (p
<0.001).

Significant differences are also highlighted
using an orange line to join the two
different groups in the diagram which
shows the mean rank for each group.

A Kruskal-Wallis test provided strong evidence of a significant difference (p<0.001) between the mean

ranks of at least one pair of groups. Mann-Whitney pairwise tests were carried out for the three pairs of
groups. There was a significant difference between the group who had the water and those who had the
beer with two units of alcohol. The median reaction time for the group having water was 0.85 seconds

compared to 2.25 seconds in the group consuming two units of alcohol.
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Research question 3: Does Clora margarine reduce cholesterol?

Cholesterol data: Participants used Clora margarine for 8 weeks. Their cholesterol was measured before
the special diet, after 4 weeks and after 8 weeks. Open the Excel sheet ‘Cholesterol’ and follow the
instructions to see if the using the margarine has changed the mean cholesterol.

Repeated measures ANOVA
To carry out a repeated measures ANOVA, use

Analyse = General Linear Model = Repeated measures.

Y ———— ) This screen comes up first. This is where we define the levels of our repeated

Witn-EubjectFactor Name: measures factor which in our case is time. We need to name it using whatever
il . . . . .

. i 1| name we like (we have used “time” in this case) and then state how many time

umber of Levels Zl

points there are (which here is 3; before the experiment, after 4 weeks and after

Add

8 weeks). Make sure in your data set there is one row per person and a separate

column for each of the three time points.

Measure Name:

[ 1

Make sure you click on the Add button and then click on the Define button.

[ ” Reset }[Cancel][ Help ]

The next screen you see should like that below. Move the three variables across into the within-subjects

box.P\osthoc tests for repeated measures are in ‘O?ions’. Choose BoTerroni from the three options.
- S S ——— In the ‘Save’ menu, ask

| - i )
[ 13 Repeated Mea;N » XS #3 Repeated’ Measures: Options I @
for the standardised
Within-Subjects Variables Estinfated Marginal Means
‘_E"D Bz ctor(s) and Factor Interactions: Display Mearfs for: reSid uaIS. A set Of
& Margarine 4 | 3 ||Before(1) = (OVERALL) =
Afterdweeks(2) time - d | “ b
resiauals wi e
After8weeks(3)
N _sae,/ S produced for each
Confidenc interval adjustment: time po|nt Wh|ch
LSD(none,
_ should then be
Between-Subjects Factor(s). Display Bonferroni
. [| Descriptive statistics [ Tran{Sidak Checked USIng
a [ Estimates of effect size [T Homogeneity tests . ,
[C] Observed power [C] Spread vs. level plot Explore .
Covariates: [] Parameter estimates [l Residual plot
[C] SSCP matrices [ Lack of fit
] Residual SSCP matrix [[] General estimable function
[ oK ][ Paste ][ Reset ][Cancel][ Help ] Significance level: Confidence intervals are 95.0%
[Comtinue][ Cancel ][ Help ]
12 6.44 5.59 5.64 2

Two way repeated measures ANOVA is also possible as well as ‘Mixed ANOVA’ with some between-subject
and within-subject measures. The ‘Post hoc’ section is for between-subject factors when running a ‘Mixed
Model” with between-subject and within-subject factors.
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The output

One of the assumptions for repeated measures ANOVA is the assumption of Sphericity which is similar to
the assumption of equal variances in standard ANOVA. The assumption is that the variances of the
differences between all combinations of the related conditions/ time points are equal, although it is a little
more than this and relates to the variance-covariance matrix but we won’t go into that here!

Mauchly's Test of Sphericity®
Measure: MEASLUIRE_1
Epsilcunh
Approx. Chi- Greenhouse-
Within Subjects Effect | Mauchly's W Square df Sig. Geisser Huynh-Feldt | Lower-bound
time 381 15440 2 000 618 642 500

Tests the null hypothesis thatthe error covariance matrix of the onthonormalized transformed dependent variahles is proportional
to an identity matrix.

a. Design: Intercept
Within Subjects Design: time

b. May be used to adjust the degrees of freedom for the averaged tests of significance. Corrected tests are displayed inthe Tests
of Within-Suhjects Effects tahle.

The test above is significant so the assumption of Sphericity has not been met. If Sphericity can be
assumed, use the top row of the ‘Tests of Within-Subjects Effects’ below. If it cannot be assumed, use the
Greenhouse-Geisser row (as shown below) which makes an adjustment to the degrees of freedom.

Tests of Within-Subjects Effects

Measure: MEASURE_1
Type Il Sum As p <0.001,

Source of Sguares df Mean Square F Sig. there’s a
time Sphericity Assumed 4320 2 2160 2231 000 difference in

Greenhouse-Geisser 4.320 1.235 3,497 212321 .0oo

cholesterol
Huynh-Feldt 4.320 1.284 3.365 212.321 000
between at least

Lower-bound 4.320 1.000 4320 2231 000 . .
Errar(time)  Sphericity Assumed 346 34 010 2 R PO

Greenhouse-Geissear 346 21.001 018

Huynh-Feldt 346 21.822 016

Lower-hound 346 17.000 020
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The post hoc tests

Pairwise Comparisons

Measure: MEASLURE_1

895% Confidence Interval for
Mean Difference®
Difference (-
M time  (J)time J) Stdl. Error Sig.? Lower Bound Lpper Bound
1 2 566 037 .0oo 4G9 GB3
3 629 042 000 A7 J4
2 1 - 566 037 .0oo -.GG3 -. 4649
3 063 017 004 0149 A07
3 1 - 629 042 000 ey - 517
2 -063 017 004 -107 -.0149

Based on estimated marginal means
* The mean difference is significant atthe .05 level.

b. Adjustment for multiple comparisons: Bonferroni.

Exercise 13: Repeated measures example
Interpret the post hoc tests and check the assumption of normality. Does the change in mean
cholesterol look meaningful?

Do the residuals at each time point look normally distributed?

What test would you use instead if the assumption of normality has not been met?
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One scale dependent and several independent variables

This table shows a summary of which tests to use for a scale dependent variable and two

independent variables.

1% independent

2" independent

Test

Scale

Scale/ binary

Multiple regression

Nominal (Independent groups)

Nominal (Independent groups) 2 way ANOVA

Nominal (repeated measures) Nominal (repeated measures) 2 way repeated measures ANOVA
Nominal (Independent groups) Nominal (repeated measures) Mixed ANOVA
Nominal Scale ANCOVA

Two way repeated measures ANOVA is also possible as well as ‘Mixed ANOVA’ with some
between-subject and within-subject measures. For example, if participants were given either
Margarine A or Margarine B, Margarine type would be a ‘between groups’ factor so a ‘Mixed
ANOVA’ would be used. If all participants had Margarine A for 8 weeks and Margarine B for a

3 Repeated Measures‘ : P n

different 8 weeks (giving 6 columns of data,

- s the two-way ANOVA would be appropriate.

& ID

& Standardized R...
& Standardized R...
& Standardized R...

-

Within-Subjects Variables -

(time):

Before(1)
Afterdweeks(2)
AfterBweeks(3)

Between-Subjects Factor(s):

The ‘Post hoc’ section is for between-
subject factors when running a ‘Mixed Model’

Pos. | / with between-subject and within-subject
Post Hoc... factors.

&> Margarine

=

Covariates:

For mixed ANOVA, add the between subject
factor here e.g. type of margarine

i
) For repeated measures ANCOVA, add scale
variable here

[ OK ][ Paste ][ Reset ][Cancel][ Help ]

[croclel
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Friedman test

If the assumption of normality has not been met or the data is ordinal, the Friedman test can be used
instead of repeated measures ANOVA.

The Friedman test ranks each person’s score and bases the test on the sum of ranks for each column. This
example uses data from a taste test where each participant tries three cola’s and gives each a score out of
10. For each participant, their three scores are ranked. e.g. Participant 1 rated Cola 1 the highest, then
Cola 2 and Cola 3 last, so their ranks are 1, 2 and 3 for Cola 1, Cola 2 and Cola 3 respectively.

.. Taste score (out of 10) Taste score rank
Participant
Colal Cola2 Cola 3 Colal Cola2 Cola 3
1 8 6 2 1 2 3
2 7 8 6 2 1 3
3 8 6 7 1 3 2
4 6 4 7 2 3 1
5 5 4 1 3 2 1
Sum of ranks 9 11 10

As the raw data is ranked to carry out the test, the Friedman test can also be used for data which is already
ranked. So if the participants had not scored the cola’s but just ranked them 1 — 3, the Friedman test can
also be used.

Research question 4: Rating different methods of explaining a medical condition
Video data: The video dataset contained in the Excel file contains some of the results from a study
comparing videos made to aid understanding of a particular medical condition. Participants watched
three videos and one product demonstration and were asked several Likert style questions about each.
The order in which they watched the videos was randomised. Here we will compare the scores for
understanding the condition.
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Analyse =2 Nonparametric tests = Related samples

#3 *Scotts data.sav [DataSe
File Edt View Data

SHE [
‘Y—II‘EWUH
2 Gender
3 Heardofcondif|
4 Set
5 @1st
6 @2nd
7 @3rd
8 @ath
9 Combination

10 VideoAGenUn|
11 VideoBdoctor
12 VideoCOldUn

14 RankAexplain
15 RankBexplain

16 RankCexplain

17 RankDexplain

18 TotalGen

19 TotalCOId

20 TotaDDEMO
A

13 DEMQUNdersi|

=) Nonparametric Tests: Two or More Related Samples

Objective | Fields | Settings

© Use predefined roles
@ Use custom field assignments

Fields:

'i‘ Select only 2 test fields to run 2 related sample tests.
pL

Sort: ‘Nane

N

& Person

& Gender

& Heardofcondition
& Set

& @1st

& @2nd

& @3rd

& @dth

Al Combination
& General video A
& Doctors video B
& Old video C

&® Demonstration D
dl DankAavnlainCAMDITIOM

(I

(wle)@le)

Test Fields:

(%)

‘ Move selected field(s) to Test Fields list

@0

Measure
‘@0 NOmindr

E Nominal
& Nominal
& Nominal

E Nominal
_&, MNominal
-&) MNominal
-&) Nominal

[P Run][ Paste ][ Reset ][Cam:el][@ Help]

' Ordinal
' Ordinal
' Ordinal
-é’ Scale
;? Scale
;? Scale

|| —

Data View | Variable View

Make sure the
ordinal
variables are
classified as
scale or the
test won’t run

Exercise 14: Friedman example
Carry out the Friedman test and interpret the output including the post hoc tests

Additional notes about ordinal data

Some students may want to carry out parametric statistics on ordinal data, since that may be what is

expected from their department or supervisor. You can tell them that it is not considered appropriate by

statisticians but accept that it is considered reasonable in other disciplines. If there are 7 or more

categories and the data is approximately normally distributed, using a parametric test is reasonable

although 5 categories are considered reasonable within certain disciplines. Check that the range of

numbers has been used as it’s common for people not to opt for the extremes. If less than 5 categories

have been used, strongly advise against using a parametric test.

Where there are several questions on a questionnaire measuring one underlying latent variable, the

ordinal scores can be summed/averaged and the sum/average treated as a continuous measure. For the

video questionnaire, there were 5 Likert questions for each product. The ‘Total’ variables contain the sum.
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Research question 5: Factors affecting birth weight of babies
Birth weight data: Information about 42 babies is contained in the ‘reduced Birth weight’ data set.

Birthweight | Gestation | smoker motherage mnocig mheight mppwt
5.8 33 0 24 0 58 99
42 33 1 20 7 63 109
6.4 34 0 26 0 65 140
45 35 1 4 7 65 125

Open the dataset ‘ reduced birthweight’ from Excel and give the variables the labels in the following table.

Variable Label

id Baby ID

headcir Head Circumference (cm)

leng Length of baby (inches)

weight Baby's birthweight

gest Gestational age

mage Maternal age

mnocig No. cigarettes smoked per day by mother

mheight | Maternal height

mppwt Mothers pre-pregnancy weight

fage Fathers age
fedyrs Years father was in education
fnocig No. cigarettes smoked per day by father

fheight Fathers height

lowbwt Low birth weight baby 1 = under 5lbs

smoker 1 = smoker

Exercise 15: Assumptions for regression
Correlation and regression will be carried out using this data but what are the assumptions for
multiple regression?
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Scatterplots

A scatterplot helps assess a relationship between two continuous (scale) variables by plotting a different
point for each individual based on their scores on two variables.

A scatterplot can be colour coded by a third categorical variable using the ‘Set marker by’ option within
the Graphs = Legacy Dialogs = scatterplot menu.

Here, we will look at the relationship between gestational age and birth weight with different shapes for
mothers who smoke/ do not smoke.

"
@ Simple Scatterplot @
ﬁﬁt Scatter/Dot @
o [T v [ ] s o
+,.3-7|[ Simele Matrix || g | Simole Fid | & Birthweignt (Ibs) [Birtweight] \
T2 ol Scatter |, Scatter |[.22222 | Dot
2 B — f Head circumference (cm) [headcirumference] .
Length at birth (inches) [length T
y oyt Overlay ;| 3D & Leng : fengtt \f Gestational age at birth [Gestation] ‘
p"“ 1| Scatter 2| Scatter frvlalemalage [matherage]
! * &5 Number of cigarettes smoked by mother [m Set Markers by:
& Watemal height [mheight] @5 smoker \
f Mothers pre-pregnancy weight [mppwi]

Label Cases by.

f fage
& fedyrs
& fmocig

Panel by

Double click on the chart to open the edit window. To change the shape of the scatter, click on the scatter,
then again on just one of the smokers to open the properties window. Change the marker type and size.

smoker

@ Non-smoker
+* Smoker

Properties == Scatterplot of gestational age and birth weight of baby
Chart Size | Marker | Categories = Spikes | Variables 10 f 3 [ ]
Preview Marker .
Type Size 9 L o
<+ g = o o 2
Border Width = Y . °
g £
Color E . g % .
[~ gl % I [+ 2 ° s
Transparent E ° 'i“,% .
Dﬁmder E ; _;}
m -
1 o
" ]
5
%
Transparent 47
T T T T T T T
32 34 36 38 40 42 44
D Gestational age at birth

Exercise 16: Scatterplots

is an interaction between smoking and gestational age?

Describe the relationship between gestational age, smoking and birth weight. Does it look like there
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Correlation
To calculate correlation coefficients in SPSS:
Analyse = Correlate = Bivariate

@ Bivariate Correlations g
Wariables: -

D Options...
g - _optons.. |

& Birthweight (1bs) [Birth...
& Head circumference... Bootstrap...

& Length at birth (inch...

g& Gestational age at bi...

&5 smoker E]
& Maternal age [mothe...
&5 Number of cigarette...

& Maternal height [mh...

& Mrthare nra-nrenna

-

Use Spearman’s

1
B correlation for ordinal
[ Pearson [] Kendall's tau-b [ Spearman i
variables or skewed scale

Test of Significance data
@ Two-tailed © One-tailed

[« Flag significant correlations

Lok ] | Reset || cancel | Help |

Interpreting coefficients

Although it is possible to test correlation coefficients, this does not confirm that there is a strong
relationship (only that the correlation coefficient is not 0). The test is highly influenced by sample size. For
a sample size of 150, a correlation coefficient of 0.16 is significant! The best way to interpret the
correlation is by using the classification proposed by Cohen.

An interpretation of the size of the coefficient has been described by Cohen (1992) as:
r =—0.3 to +0.3 (weak relationship)

r=0.3to 0.5 or-0.5 to -0.3 (moderate relationship)

r=0.5t0 0.9 or-0.9 to -0.5 (strong relationship)

r=0.9to 1.0 or -1 to -0.9 (very strong relationship)

Source: Cohen, L. (1992). Power Primer. Psychological Bulletin, 112(1) 155-159.
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Exercise 17: Correlation

Produce correlations between birth weight, gestational age, height and weight of mother. Interpret

the coefficients.

Correlations
Mothers pre-
Birthweight Gestational Maternal pregnancy
(Ibs) age at birth height weight
Birthweight (Ibs) Pearson Correlation 1 706 368" 390
Sig. (2-tailed) .000 017 01
N 42 42 42 42
Gestational age at birth Pearson Correlation 706 1 231 251
Sig. (2-tailed) 000 141 110
N 42 42 42 42
Maternal height Pearson Correlation 368 231 1 671
Sig. (2-tailed) 07 A4 .000
N 42 42 42 42
Mothers pre-pregnancy Pearson Correlation 390 251 671 1
weight Sig. (2-tailed) o1 A10 000
N 42 42 42 42

** Correlation is significant atthe 0.01 level (2-tailed)
* Correlation is significant at the 0.05 level (2-tailed).
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Regression

Dependent variable: Continuous/ scale

Independent variables: Continuous/ scale or binary (coded as 0/1). Note: Categorical variables with 3+
categories can be used if recoded as several binary variables.

Uses: Assessing the effect of independent variables on the dependent variable and producing an equation
to predict values of the dependent variable.

The maths:

For multiple regression, the model can be used to predict the value of a response or dependent variable y using
the values of a number of explanatory or independent variables X; to:

Y =B+ BiXy + BoyXy e+ B X, +E
B, = Constant/ intercept,, 8, — S, are the coefficients for g independent variables x, — x,

The regression process finds the coefficients which minimises the squared differences between the observed
and expected values of y (the residuals).

Important note: Students are not usually interested in finding the best model or using the model to
predict. They are just looking for significant relationships. Model selection is not normally needed but if a
student asks about it, then show them how to do it.

Quick question: What is being tested in regression?

To carry out regression Analyze = Regression = Linear

@ Linear Regression lﬁ
Dependent Statistics...
& id ¥ | [ & Bithweight (Ibs) Bitthweight |
f Head circumference (cm) [headcir.. Block 1 of 1 [ Plots... ]
& Length at birth (inches) length] Save..
& Gestational age at birth [Gestation] = Independent variables:
&) smoker Independent(s): . |
ﬁ Ez:i?earl ;fgc?g[zzg]eesrasgr:lnked by f Gestational age at birth [Gestation] -Eootstrap = GeStatlona age
& Waternal height [mheight] Weight of mother (ppwt)
f Mothers pre-pregnancy weight [m...
& tage Whether the mother smokes or not
i Hetnoa
adyrs

& fnacig Selection Variable:
&mmght | election Vanable, |
&b lowbwt
&5 Wother over 35 [mage35] Case Labels
&’a Low birth weight baby [LowBirth\W | |
&) Interaction between Gestation and... WLS Weignt

| |

[ OK ][ Paste ][ Reset ][Cancel][ Help ]
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Checking the assumptions:

The relationship between the independent and
variables is linear.

Homoscedasticity: The variance of the residuals about predicted

dependent

responses should be the same for all predicted responses.

The residuals are normally distributed

The residuals are independent. Are adjacent observations

related? Example: Weather by day

Original scatter plot of the independent and dependent

variables

Scatterplot of standardised predicted values and residuals

Plot the residuals in a histogram

If you suspect that the data may be auto correlated you
can use the Durbin Watson statistic. Note: Time series is
beyond the scope of most students

If the residuals are not normally distributed, the data needs to be transformed. The most common

transformation is to take the log of the dependent variable and re-run the analysis again as there is no non-
parametric test for regression. The interpretation of the coefficients is different so check how to interpret

the output correctly.

The options for assumption checking are in the ‘plots’ window.

[ | '
%3 Linear Regression: Pluis‘ ‘ M
s DEPENDNT Scatter 1 of 1
|| fme |
B *ZRESID Previous Mext
*DRESID :
| ||| |"ADJPRED *  [zresD |
sootstran. | ||| |*SRESID N
|| [*sDRESID [ #l _
|*zPRED |

Standardized Residual Plots

[+ Histogram
[ Mormal probability plot

[7] Produce all partial plots

|Canﬁnue| Cancel HE_I.E

-
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Exercise 18: Regression
Interpret the output from the regression including answering the following questions:

a) Which independent variables are significant and what is their relationship with the dependent
variable?

b) What is the equation of the model?

c) How good is the model at predicting birth weight?
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Dummy variables and interactions
Dummy variables are binary variables created from a categorical variable. For example, if smoking status

was classified as Non-smoker, light smoker or heavy smoker, 2 dummy variables are needed. The first

would be ‘Is the mother a non-smoker?’ yes (1) or no (0) and the second would be ‘Is the mother a light

smoker’ yes (1)or no (0). If the answer to both is No, they must be a heavy smoker.

An interaction between two independent variables means that the effect of one is different depending on

the value of a second. For example, the effect of gestation may differ between smokers and non-smokers.

To test if this interaction is significant, an interaction term must be calculated using

Transform = Compute variable to multiply the two variables together. Then add this new variable to the

regression model and re-run.

Multicollinearity

For multiple regression, another issue is multicollinearity. This occurs when independent variables are too

correlated with each other and causes problems with the calculations. Pairwise correlations can help asses

if this is a problem. Correlations between independent variables of above 0.8 indicate a problem. There

are also specific checks within SPSS to look at this problem. Request Collinearity diagnostics through the

Statistics menu. Asking for the descriptives, gives a correlation matrix without the correlation p-values.

@ Linear Regression
= g & Linear Regression: Statistics |
stati
Dependent: N o —
#id | & Weight of baby at birth (lb... | i*;?r..eff‘.m..”ﬂ R R
& headcirumference Block 1 of 1 S/ Estimates [ R squared change
& Length of baby a... - | Confidence intervals | [# Descriptives
‘f Gestational age ... ?,;Cr‘d [T Part and partial correlations
?imokfer [S::Okfr] ﬂfﬁ?ﬁfﬂﬁﬁ)@mcu _ Betd | | ] Covariance matrix ¥ Collinearity diagnostics
ge of mother [... - — =
& mnocig & Maternal height [mheight] 1 Residuals
& Maternal height [ & Mothers pre-pregnancy ... |~| [ Durbin Watson
4 Mothers pre-pre... Method: |Enter o [] Casewise diagnostics
& fage L
@
& fedyrs Selection Variable:
& fnocig
fheight 3
é =L Case Labels:
&5 lowbwt ‘— ‘ [Cuntmue][ Cancel ][ Help }
&5 mage3s
&4 LowBirthWeight WLS Weight: 1
‘ ‘ Variance Proportions
| Mathers pre-
[ OK ][ Paste ][ Beset][Cance\][ Help ] Maternal pregnaney
Smoker height weight (Ibs) fheight
Coefficients®
Standardized
Unstandardized Coefficients Coefficients Collinearity Statistics
Maodel B Std. Error Beta t Sig. Tolerance VIF
(Constant) -10.662 4.060 -2.626 012
Gestational age at birth (weeks) 308 053 613 £.809 .0oo 820 1.087
Smoker -679 268 -.258 -2.634 016 487 1.013 ¢
Maternal height 072 072 138 1.008 320 544 1.838
Mothers pre-pregnancy weight (Ibs) 012 012 146 1.062 285 540 1.853

a. Dependent Variakle: Weight of baby at birth (Ibs)
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Model selection

» If models are to be used for prediction, only significant predictors should be included unless they are
being used as controls

»  Methods include forward, backward and stepwise regression

»  Backward means that the predictor with the highest p-value is removed and the model re-run. Keep
going until only significant predictors are left

Don’t let the student enter all variables into the model. They must think carefully about what to include
and check for multicollinearity.

Add the height of the mother to the model and select Method = Backward underneath the independent
variables box. Also ask for ‘R squared change’ from the statistics options.

& headcirumference
& Length of baby a...
& Gestational age ...
& Smoker [smoker]
& Age of mother [
& mnacig

& Maternal height [
& Mothers pre-pre_..
& fage

& fedyrs

& fnocig

& fheight

& lowbwt

& mage3b

&a LowBirthWeight

Block 1 of 1

Independent(s):

Save.

Next

S, S

& Gestational age at birth

& Mothers pre-pregnancy ..
a

AT ¥ |

Method: \Backward ~

Selection Variable:
-

Case Labels:

|

WLS Weight:

=) | |

S | ¥ Estimates

R Linear Regression X |} "
g n | 3 Linear Regression: Statistics « ﬁ
Dependent:
= -Statlstms,,, 3 : " =
= R Coefficient |
&id [ Weight of baby at birth (b_. | ke egression Coefficients; [+ Model fit

¥R squared change
1 Confidence intervals | [ Descriptives
"] Part and partial correlations

] Covariance matrix [7] Collinearity diagnostics
Residuals

1 Durbin-Watson

] Casewise diagnostics

&)

[Cnmmue][ Cancel ][ Help ]

39 0 27
39 0 19

38 1 31 25

The output will contain information for each step until all the variables are significant.

Model Summary

Change Statistics
Adjusted R Std. Error of R Square Sig. F
Madel R R Square Square the Estimate Change F Change tf1 df2 Change
1 .7ag? G211 580 8620 621 15143 4 a7 .0oo
2 T818 610 580 BA22 -.010 1.016 1 ar 2320

a. Predictors: (Constant), Maternal height, Smoker, Gestational age at birth (weeks), Mothers pre-pregnancy weight (Ibs)

b, Predictors: (Constant), Smoker, Gestational age at birth (weeks), Mothers pre-pregnancy weight (Ibs)

The R squared change test tests whether removing the least significant variable has made a significant
change to the R squared value. Removing height has not made a significant difference.
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Logistic regression
Logistic regression is the same as standard regression but the outcome variable is binary and leads to a
model which can be used to predict the probability of an event happening for an individual.

The maths:

Since the outcome of a logistic regression model is binary, the model is based on predicting the probability that
an event will occur for an individual and is expressed in linear form as follows:

In[ﬁ] = P+ BXy + BoXy + ot By,

where p = probabilty of event occuring e.g. person dies following heart attack.

In the above p /(1- p) represents the “odds” of the event occurring and so In[p /(1- p)] is the log-odds of the
event. The term In[p /(1- p)] is often referred to as the logit hence the name logistic regression.

The model can also be expressed in terms of p in the following way which is equivalent:

5= exp(ﬂO + BX + B X, + .. +ﬂqxq)
1+exp(B, + Bx, + BoXy + ot X )

The key variables of interest are:
Dependent variable: Whether a passenger survived or not (survival is indicated by survived = 1).

Possible explanatory variables: Country of residence, age, gender (recode so that sex = 1 for females and 0
for males), class (pclass =1, 2 or 3)

Firstly, a model with just country of residence as an independent and survival as the dependent will be run.
In SPSS, use ANALYZE = Regression =Binary logistic

When interpreting SPSS output for logistic regression, it is easier if binary variables are coded as 0 and 1.
Also, categorical variables with three or more categories need to be recoded as dummy variables with 0/ 1
outcomes e.g. class needs to appear as two variables 1%*/ not 1% with 1 = yes and 2"%/ not 2" with 1 = yes.
Luckily SPSS does this for you! When adding a categorical variable to the list of covariates, click on the
Categorical button and move all categorical variables to the right hand box.
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The following table in the output shows the coding of the categorical variables.

Categorical Variables Codings

Where there are more than
two categories, the last
category is automatically
the reference category.
This means that all the
other categories will be
compared to the reference
in the output e.g. 1* and
2" class will be compared
to 3" class.

FParameter coding
Fraquency (1 (2
Country of residence  America 258 1.000 .0oo
Eritain 302 .000 1.000
Other 744 .00o .0oo

For country of residence, ‘Other’ is the

reference category, America will be residence

(1) and Britain will be residence (2).

Interpretation of the output

The output is split into two sections, block 0 and block 1. Block 0 assesses the usefulness of having a null
model, which is a model with no explanatory variables. The ‘variables in the equation’ table only includes a
constant so each person has the same chance of survival.

The null model is: In[L] =5,
1-p

-0.481,

p = probability of survival =

exp(-0.481)
1+exp(-0.481)

=0.382

SPSS calculates the probability of survival for each individual using the block model. If the probability of
survival is 0.5 or more it will predict survival (as survival = 1) and death if the probability is less than 0.5. As
more people died than survived, the probability of survival is 0.382 and therefore everyone is predicted as
dying (coded as 0). As 61.8% of people were correctly classified, classification from the null model is 61.8%
accurate. The addition of explanatory variables should increase the percentage of correct classification
significantly if the model is good.

Block 0: Beginning Block

Classification Table® ®

Predicted
survived
Percentage
Observed Died Survived Correct
Step0  survived Died 809 0 100.0
Survived 500 0 .0
Overall Percentage 61.8

a. Constantis included in the model.
b. The cutvalue is .500
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Block 1: Method = Enter
Block 1 shows the results after the addition of the explanatory variables selected.

Omnibus Tests of Model Coefficients

Chi-square df Sig.
Step1 Step 43765 2 .0oo
Block 43.765 2 000
Model 43765 2 .0oo

The Omnibus Tests of Model Coefficients table gives the result of the Likelihood Ratio (LR) test which
indicates whether the inclusion of this block of variables contributes significantly to model fit. A p-value
(sig) of less than 0.05 for block means that the block 1 model is a significant improvement over the block 0
model. Adding Country of residence has therefore made a significant improvement to the model.

Model Summary

-2 Log Cox & SnellR MNagelkerke R
Step likelihood Square Square
1 1697.260% 033 045

a. Estimation terminated at iteration number 3 because
parameter estimates changed by less than .001.

In standard regression, the coefficient of determination (R?) value gives an indication of how much
variation in y is explained by the model. This cannot be calculated for logistic regression but the ‘Model
Summary’ table gives the values for two pseudo R* values which attempt to measure something similar.
From the table above, using the Nagelkerke R?we can sort of conclude that about 4.5% of the “variation in
survival can be explained by the model in block 1”.

The classification table shows that the correct classification rate has increased from 61.8% to 64.2%.

Finally, the ‘Variables in the Equation’ table summarises the importance of the explanatory variables
individually whilst controlling for the other explanatory variables.

Odds ratios

Variables in the Equation

B 5.E. Wald df Sig. Exp(B) /
Step1?  Residence 43,250 2 000
Residence(1) 8a7 147 36.338 1 .0oo 2,428
Residence(2) -126 146 748 1 387 .Baz2
Constant -.638 or7 G8.878 1 .0oo 524

a. Variahle(s) entered on step 1: Residence.
The Wald test is used to test the hypothesis that each 5, =0. In the ‘Sig’ column, the p-value for
Residence (1), which is America, is significant but the p-value for Residence (2) is not. When interpreting
the differences, look at the exp(ﬂ) column which represents the odds ratio for the individual variable. The

odds of an American surviving were 2.428 times higher than for those in the “other” (i.e. not America or
Britain) group.
Note: If the student needs Confidence Intervals for the odds ratios, request them through the ‘Options’.
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Exercise 19: Logistic regression
Look at the relationship between nationality and survival but control for gender and class.

Which variables are significant? Interpret the odds ratio for those variables.
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